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DWP HCS Automation Squad

Part of Hybrid Cloud Services at DWP Digital

We support the on-premise instances of AAP, Artifactory
and Gitlab

Offer AAP as a shared service

We manage all vendor support, licensing and upgrades
Allows teams to concentrate on their automation use
cases

Ensure a consistent, regularly updated platform for all
users

Manage formalised onboarding of PDUs (business units)
into AAP
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The Environment

e We support three environments: lab, pre-production and production

e The lab has Internet access, but pre-prod and prod do not

e Codeis developed and tested in the lab before being pushed to the other
environments

e Each environment has an identical deployment of AAP, Gitlab and Artifactory

e The environments are on separate, physically segregated networks.

Lab e Pre-Prod —_— Prod
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Challenges of PDU Onboarding

Each PDU has their own org, projects and repos within AAP and Gitlab

Each org has RBAC AD groups and service accounts

Each project needs a Gitkey creating

Addition of any ‘shift left’ requests the PDU may have also require AD groups creating
Steps must be replicated exactly for each PDU in each environment they wish to utilise
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What is Controller Configuration as Code?

"Config as Code (CaC) separates configuration from the application code”

What?

e Describing the state of
Controller infrastructure
configuration

e Structured format

e Automation tooling can
process description and
configure

Definition Source: https://octopus.com/blog/config-as-code-what-is-it-how-is-it-beneficial

Why?

Increase speed of deployment
Repeatability
Error Reduction

Consistency across
environments

Prevention of configuration
drift
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infra.controller_configuration

A collection of roles to
manage Ansible Controller
wrapping the

ansible.controller modules

Ansible Validated Content

Introducing the ‘infra’ namespace of collections
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infra.aap_utilities

infra.ah_configuration

Collection of modules and Ansible Collection for

roles to configure Private automated deployment of
AAP and other objects for

general use

Automation Hub

See: https://www.redhat.com/en/blog/automate-expert-ansible-validated-content

()

infra.ee_utilities

Collection including roles
and tools which can be
useful for managing

Ansible Execution

Environments.
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infra.controller_configuration

e Enhances the modules from the controller projects:
o . . — name: Demo project
certified ansible.controller collection organization: Default
scm branch: master
e Adds structure to how to define scm_type: git
. scm update on launch: true
objects at scale scm url: https://github.com/org/demo.git

e Offersroles for each object type T BEFAUILT OO CRE

e Additional ‘helper’ roles as opinionated  CELE Fcontlier

credentials.yml
overall procedure

inventories.ymi
inventory_sources.yml
job_templates.yml

projects.yml

= inventory
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wF Bletree-read RedHat-Cop / Infra
Controller Configuration
Ansible Collection
Teams Bletree-create dispatch IT =
Object lists Read From Custom Inputs Export and translate objects to yamli files
Z Escalable and flexible way
Easy Workflow Definition Plugm to compare oblect lists to interact with awx collection
Ansible
AWX / Controller
Collection
AWX 1 CONTROLLER Objects
WorkFlow |
Invertory %
Teams Users Soiniet / :.‘ta Prejects Credentials
Invertories Organizations Settings Smart Tob Sonehdes
Invertories Templates
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Using Config as Code for DR

e By defining all the Controller objects as code we can restore the system
e Blank installation of system should be captured as code anyway

e FEverything else is captured as code and can be recovered

Caveats:

e Can't back up any actions that have been taken on Controller (e.g. job launches and
logs)

e May not want to store credentials as code (even encrypted)

e Needsome way to kick off automation into Controller. Perhaps a manually run seed job?
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Benefits of IAC PDU Onboarding

e Ensures each PDU gets the same, consistent experience using the products we
manage and all essential functionality is already in place

e Deployment across all three environments is automated

e Process is iterative and granular, only changes and additions to an inventory file are
performed

e A web-hook from Gitlab to AAP triggers the org building template automatically on
approval of merge request
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Why IAC as Code?

e Use the experience within the team to develop processes to maintain and migrate code
across the three environments

Ensures consistent build standards in each environment

Minimise toil when developing new functionality

Use of labels can restrict deployments to specific environments

Use of environmental variables removes unpicking associated with hard coding

Easy to onboard an entirely new environment if we need to
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Standards

e Resource Naming Standards

No Whitespace , Use Underscores
No Special Characters

Create Standard Repository

Align All Environments
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Our Development Process

Develop in POC

Curated collections and REST API

Manually create initial Job Template

Mandate EE, name (TEM_PQOC), description & labels
Squad Collaboration

Mandate standards

Document




Re-Thinking IAC in Isolated Environments

|JAC Automation

Job Template - Gather or Deploy
Sanitise data

Check for surveys/ schedules/Shift Left
Renders IAC file with Jinja2

Push file to Gitlab
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Gitbundle feature

Bundled stored in

Isolated Environment Deployment
Gitbundle and Sheepdip

Entire History of Repository
Set tag, automation ran.

Artifactory

Transfer files from the lab using “Sheepdip”
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https://docs.google.com/file/d/18emuAV4hH_qAJ4R06XyOpUXPmHaXaSsc/preview

facebook.com/ansibleautomation

Q&A

Red Hat is the world’s leading provider of enterprise
open source software solutions. Award-winning
support, training, and consulting services make

Red Hat a trusted adviser to the Fortune 500.
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